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John Beggs received his B.S. and M.Eng. in Engineering Physics from Cornell University. He then taught math and science at Samoa College while in the U.S. Peace Corps. He later obtained a PhD in Neuroscience from Yale University, and did postdoctoral research at the National Institutes of Health. Beggs is currently an assistant professor of Physics at Indiana University, where his lab uses ideas from statistical physics to describe information processing in networks of neurons. Beggs and his wife Sara have two young daughters and live in Bloomington, Indiana. His views on science and religion: “As a Christian, I accept and live a life of faith, and as a scientist I embrace rationality. I don’t think there needs to be a huge conflict between science and religion. Much of this could probably be resolved if scientists were more willing to accept that the most cherished things in life can not ultimately be reduced to equations, and if religious people were more willing to accept that faith is not an excuse to stop thinking. I see apologetics as a natural meeting place for rationality and faith. People should not be afraid to scrutinize and adjust their beliefs by digging into the evidence. The deeper I have looked at textual evidence, history and archaeology, the more I have been encouraged in my Christian walk.”

The physical sciences have had great success in describing how complex phenomena can emerge from the collective interactions of many similar units. Waves, turbulence, phase transitions, and self-organization are all examples of this. 

Although the brain is tremendously complex, it is composed of many units, neurons, which appear to be similar. This resemblance has led many researchers to borrow concepts from physics in an effort to explain neural function. Indeed, many models predict that neural networks should exhibit metastable states like those seen in frustrated magnetic materials, and should operate near a critical point like that seen in matter at a phase transition. While this body of theory has prospered, experiments to test it have been few. 

Recent advances in technology, however, have allowed thousands of interconnected neurons to be grown on microfabricated arrays of many electrodes. These “brains in a dish” can be kept alive for weeks while their spontaneous electrical activity is recorded. The large data sets produced by these experiments have allowed many of the hypotheses inspired by statistical physics to be examined in real neural tissue. 

Our results indicate that living neural networks do in fact organize themselves so that many metastable states exist. In addition, these networks appear to operate at the critical point, producing distributions of event sizes that can be described by a power law. This surprising correspondence between biological data and physical theory may actually serve a purpose for the networks. Simulations indicate that metastable states can be used to store information, and that the critical point optimizes information transmission while preserving network stability. Future research combining biological experiments and computer simulations will be directed toward understanding fundamental emergent properties of living neural networks and how these properties may contribute to neural function.
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Research Statement 

The physical sciences have had great success in describing how complex phenomena can emerge from the collective interactions of many similar units. Waves, turbulence, phase transitions, and self-organization are all examples of this.

Although the brain is tremendously complex, it is composed of many units, neurons, which appear to be similar. This resemblance has led many researchers to borrow concepts from physics in an effort to explain neural function. Indeed, many models predict that neural networks should exhibit metastable states like those seen in frustrated magnetic materials, and should operate near a critical point like that seen in matter at a phase transition. While this body of theory has prospered, experiments to test it have been few.

Recent advances in technology, however, have allowed thousands of interconnected neurons to be grown on microfabricated arrays of many electrodes. These “brains in a dish” can be kept alive for weeks while their spontaneous electrical activity is recorded. The large data sets produced by these experiments have allowed many of the hypotheses inspired by statistical physics to be examined in real neural tissue.

Our results indicate that living neural networks do in fact organize themselves so that many metastable states exist. In addition, these networks appear to operate at the critical point, producing distributions of event sizes that can be described by a power law. This surprising correspondence between biological data and physical theory may actually serve a purpose for the networks. Simulations indicate that metastable states can be used to store information, and that the critical point optimizes information transmission while preserving network stability. Future research combining biological experiments and computer simulations will be directed toward understanding fundamental emergent properties of living neural networks and how these properties may contribute to neural function.
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